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## 1. Introduction

The concept of a sun, introduced by Efimov and Steckin in [10], has proved to be rather important in the general theory of approximation in normed linear spaces. (Recall that a subset $V$ of a normed linear space $X$ is called a sun if, whenever $v_{0} \in V$ is a best approximation to some $x \in X$, then $v_{0}$ is also a best approximation to every point on the ray from $v_{0}$ through $x$.) We mention only the following results:
(1) Every convex set is a sun and in smooth spaces every proximinal sun is convex.
(2) In finite-dimensional normed linear spaces every Chebyshev set is a sun (cf. Vlasov [14]).

But it is still an open problem whether a Chebyshev set in an arbitrary normed linear space must be a sun. ${ }^{1}$ In $[6,7]$ the concept of a Kolmogorov set was introduced and it was observed that these sets are equivalent to suns. A subset $V$ of a normed linear space is called a Kolmogorov set if we have $V \cap K\left(v_{0}, f\right)=\varnothing$ for every $v_{0}$ in $P_{V}(f)$. Here $P_{V}(f)$ denotes the set of best approximations of $f$ by means of the elements of $V$ and $K\left(v_{0}, f\right)$ denotes the cone

$$
K\left(v_{0}, f\right):=\left\{v \in X: \operatorname{Re} x^{*}\left(v-v_{0}\right)>0 \text { for each } x^{*} \in \mathscr{E}\left(f-v_{0}\right)\right\}
$$

[^0]and $\mathscr{\delta}\left(f-v_{0}\right)$ denotes the set of extremal points of the set
$$
\left\{x^{*} \in X^{*}: \mid x^{*}: \quad 1 \text { and } x^{*}\left(f-v_{0}\right)==f-v_{0}\right\}
$$

It is now known (cf. [4,5] and the bibliography cited there) that much of the linear or convex approximation theory can be extended to approximation by elements of suns. In [5] there was given a characterization of suns by intrinsic properties (i.e., without referring to an approximation problem) which is rather complicated mainly due to the fact that for characterizing the suns geometrically one uses not only the linear functionals in $\mathscr{E}\left(f-v_{0}\right)$ but also the functionals of the $\sigma_{E p}$-closed sets containing $\mathscr{E}\left(f-v_{0}\right)$ (cf. [5] for details). This is in contrast to earlier results [3, 4] in the space $C(T, H)$, i.e., the space of all continuous mappings from a compact Hausdorff-space $T$ into a pre-Hilbert-space $H$ and endowed with the Chebyshev-norm. In this special case we have the following characterization (cf. [3, 4]): A subset $V$ of $C(T, H)$ is a sun if and only if for each $f$ in $C(T, H)$ we have $K\left(f, v_{0}\right) \cap V \neq \varnothing$ implies $v_{0}$ is in the closure of the set
$\left\{v \in V:\left(f(t)-v_{0}(t), v(t)-v_{0}(t)\right)>\frac{1}{2}\left\|v(t)-v_{0}(t)\right\|^{2}\right.$ for every $\left.t \operatorname{incrit}\left(f-v_{0}\right)\right\}$.
Here $\operatorname{crit}\left(f-v_{0}\right)$ denotes the set

$$
\left\{t \in T: f-v_{0}\|=\| f(t)-v_{0}(t) \|_{H}\right\} .
$$

In the special case $H=\mathbb{R}$ this condition simplifies to: A subset $V$ of $C(T, \mathbb{R})$ is a sun if and only if for each $f$ in $C(T, \mathbb{R})$ we have $K\left(f, v_{0}\right) \cap V \neq \varnothing$ implies $v_{0}$ in the closure of the set

$$
\left\{v \in V:\left(f(t)-v_{0}(t)\right) \cdot\left(v(t)-v_{0}(t)\right)>0 \text { for every } t \text { in } \operatorname{crit}\left(f-v_{0}\right)\right\} .
$$

Taking in account the representation of the extremal functionals on $C(T, H)$ we see that for characterizing the suns in $C(T, H)$ we need only the linear functionals in $\mathscr{E}\left(f-v_{0}\right)$. The condition valid in the special case $C(T, \mathbb{R})$ is easy generalized to arbitrary normed linear spaces, namely,

$$
\begin{equation*}
K\left(f, v_{0}\right) \cap V \neq \varnothing \Rightarrow v_{0} \in \overline{K\left(f, v_{0}\right) \cap V} . \tag{M}
\end{equation*}
$$

It is easy to see that a sun in any normed linear space satisfies this condition (M). There arises the question whether there are spaces other than $C(T, \mathbb{R})$ where this condition (M) is always sufficient for a set $V$ to be sun. We will call such spaces MS-spaces. This problem was investigated first in [1]. It was shown there that a geometric property of the unit sphere ("strong nonlunarity") was sufficient in order that every set with property (M) (such sets are called moons in [1]) be a sun. In particular, the following spaces are strongly nonlunar [1]:
(a) the space $C_{0}(T), T$ locally compact Hausdorff;
(b) the space $L_{1}(S, \Sigma, \mu),(S, \Sigma, \mu)$ a $\sigma$-finite measure space, if and only if $(S, \Sigma, \mu)$ is purely atomic;
(c) every finite-dimensional space whose unit-ball is a polyhedron.

It is not known whether every MS-space is strongly nonlunar.
In this work we continue the study begun in [1]. In §2 we first derive some properties of suns. The main result in this part is the following:

Theorem. Let $V$ be a subset of a real normed linear space $X$. Then we have the implications " $(i) \Rightarrow(i+1)$ ", $i=1,2,3$,
(1) $V$ is a sun;
(2) the metric projection $P_{V}$ associated with $V$ is ORL-continuous (see definition below);
(3) for each $f$ in $X$, every local minimum of the functional

$$
\Phi_{f}(v):=\|f-v\|
$$

on $V$ is a global minimum;
(4) $V$ is a moon.

In a MS-space all these conditions are obviously equivalent.
Here ORL-continuity refers to a generalization of the usual notion of lower semi-continuity for set-valued mappings (see $\S 2$ for a precise definition). Roughly speaking the metric projection is ORL-continuous at a given point if it is lower semi-continuous as we approach the point from a certain direction along prescribed lines. It should be remarked that the metric projection associated with a sun in general is not continuous even in MSspaces, as the results of Werner [15] show in the case of rational functions in the space $C[a, b]$. Perhaps surprising, then, is in MS-spaces suns are characterized by the ORL-continuity of their metric projections. (It is not known whether this result is valid in non-MS-spaces, e.g., in strictly convex spaces.) An immediate consequence is the result that in a MS-space every Chebyshev set with ORL-continuous metric projection is a sun. In $\S \S 3$ and 4 we describe some constructions to get new MS-spaces from given ones. For this purpose we define in $\S 2$ the notion of an (A)-space, which is (formally at least) a strengthening of strong nonlunarity. We get the following theorems:
(1) If $T$ is locally compact Hausdorff and $X$ an (A)-space (with a certain additional property), then the space $C_{0}(T, X)$ is an (A)-space.
(2) If $X_{i}$, i in I, is a family of (A)-spaces then the $c_{0}$-product is an (A)-space; and the $l_{1}$-product is an $(\mathrm{A})$-space provided each $X_{i}$ satisfies a certain additional property.

During the course of the proof of the first of these two theorems we obtain -in collaboration with P . D. Morris-a representation of the extreme points of the unit ball in the dual of $C_{0}(T, X)$. This generalizes a result of Singer [12], who proved the special case when $T$ is compact and $X$ a Banach space using more elaborate machinery.

## 2. General Results

Throughout this paper, unless specified otherwise, $X$ will denote a real normed linear space, $X^{*}$ its dual space, $B(X)=\{x \in X:\|x\| \leqslant 1\}, S(X)=$ $\{x \in X:\|x\|=1\}, B(x, \epsilon)=\{y \in X:\|x-y\|<\epsilon\}$, and $\mathscr{E}(X)$ is the set of extreme points of $B(X)$. For each $x \in X$, we denote the extreme points of the peaking set for $x$ by $\mathscr{E}(x)$. Thus

$$
\mathscr{E}(x)=\left\{x^{*} \in \mathscr{E}\left(X^{*}\right): x^{*}(x)=\|x\|\right\}
$$

By the $\sigma$-topology on $\mathscr{E}\left(X^{*}\right)$, we will mean the relative weak* topology on $\mathscr{E}\left(X^{*}\right)$. For a given set $V$ in $X$, the metric projection onto $V$ is the set-valued mapping $P_{V}$ defined on $X$ by

$$
P_{V}(x)=\{v \in V:\|x-v\|=\operatorname{dist}(x, V)\} .
$$

For an element $v_{0} \in V$, the inverse of $P_{V}$ is given by

$$
P_{V}^{-1}\left(v_{0}\right)=\left\{x \in X: v_{0} \in P_{V}(x)\right\}
$$

If $P_{V}(x) \neq \varnothing$ (respectively, $P_{V}(x)$ is a singleton) for each $x \in X, V$ is called a proximinal (respectively, Chebyshev) set.

All other undefined notation or terminology can be found in [9].
Definition 2.1. $X$ is called an (A)-space if for each nonzero $x$ in $X$ and each $\sigma$-open subset $W \supset \mathscr{E}(x)$, there exists $y$ in $X$ such that

$$
\begin{equation*}
W \supset \mathscr{E}(y) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup \left\{x^{*}(x): x^{*} \in \mathscr{E}\left(X^{*}\right) \mathscr{E}(y)\right\}<\|x\| \tag{2}
\end{equation*}
$$

Remark. We note that condition (2) implies that $\mathscr{E}(y) \supset \mathscr{E}(x)$. Also, by Lemma 2 in [7], conditions (1) and (2) are equivalent to the existence of $z \in X$ such that

$$
W \supset \mathscr{E}(z)
$$

and

$$
\sup \left\{x^{*}(x): x^{*} \in \mathscr{E}\left(X^{*}\right) \backslash \mathscr{E}_{\mathscr{O}}(z)\right\}<\|x\|
$$

where $\mathscr{E}(z)$ denotes the $\sigma$-interior of $\mathscr{E}(z)$. (This formulation of (A)-space will be useful in the proof of Theorem 3.1.)

As an immediate consequence of the definition, we have (taking $y$ equal to $x$ ):

Lemma 2.2. If, for each $x \in S(X)$,

$$
\sup \left\{x^{*}(x): x^{*} \in \mathscr{E}\left(X^{*}\right) \backslash \mathscr{E}(x)\right\}<1
$$

then $X$ is an (A)-space.
Corollary 2.3. All finite-dimensional polyhedral spaces (i.e., those whose unit balls are polygons) and $c_{0}$ (or more generally $c_{0}(T)$ for any index set $T$ ) are (A)-spaces.

Proof. In both cases, for each $x \in S(X)$, the set of all $x^{*} \in \mathscr{E}\left(X^{*}\right) \mathscr{E}(x)$ such that $\frac{1}{2}\|x\|<x^{*}(x)$ is finite.

Remark. The condition of Lemma 2.2 is not necessary in general for (A)-spaces. This can be easily verified by considering the (A)-space $l_{1}$ and noting that

$$
\sup \left\{x^{*}(x): x^{*} \in \mathscr{E}\left(X^{*}\right) \backslash \mathscr{E}(x)\right\}=1
$$

for every $x \in S\left(l_{1}\right)$ which has infinitely many nonzero components.
We recall the following definition. For any pair of points $v_{0}, x$ in $X$, we define an open cone

$$
K\left(v_{0}, x\right)=\left\{y \in X: x^{*}\left(y-v_{0}\right)<0 \text { for every } x^{*} \in \mathscr{E}\left(v_{0}-x\right)\right\}
$$

The space $X$ is called strongly nonlunar [1] if, for each $v_{0} \in S(X)$ and $u \in K\left(v_{0}, 0\right)$, there exists an $x \in X$ such that $u \in K\left(v_{0}, x\right)$ and
 $B(0,1)$. However, it is easy to show that this definition is equivalent to the original one.)

Theorem 2.4. Every (A)-space is strongly nonlunar.
Proof, Let $X$ be an (A)-space, $v_{0} \in S(X)$, and $u \in K\left(v_{0}, 0\right)$, i.e., $\sup \left\{x^{\infty}(u): x^{*} \in \mathscr{E}\left(v_{0}\right)\right\}=1-\delta$ for some $\delta>0$. Let

$$
W=\left\{x^{*} \in \mathscr{E}\left(X^{*}\right): 1-\frac{\delta}{2}<x^{*}\left(v_{0}\right), x^{*}(u)<1-\frac{\delta}{2}\right\}
$$

Then $W$ is $\sigma$-open and $W \supset \mathscr{E}\left(v_{0}\right)$. Choose $y \in X$ such that $\mathscr{E}(y) \subset W$ and

$$
\sup \left\{x^{*}\left(v_{0}\right): x^{*} \in \mathscr{E}\left(X^{*}\right) \backslash \mathscr{E}(y)\right\}=1-\epsilon
$$

for some $\epsilon>0$. Setting $x=v_{0}-y$, we see that $W \supset \mathscr{E}\left(v_{0}-x\right)$ and

$$
\sup \left\{x^{*}\left(v_{0}\right): x^{*} \in \mathscr{E}\left(X^{*}\right) \backslash \mathscr{E}\left(v_{0}-x\right)\right\}=1-\epsilon
$$

If $x^{*} \in \mathscr{E}\left(v_{0}-x\right)$, then $x^{*} \in W$ and

$$
x^{*}\left(u-v_{0}\right)=x^{*}(u)-x^{*}\left(v_{0}\right)<1-\frac{\delta}{2}-\left(1-\frac{\delta}{2}\right)=0
$$

Thus $u \in K\left(v_{0}, x\right)$. Now suppose $v \in B\left(v_{0}, \epsilon\right) \cap K\left(v_{0}, x\right)$. If $x^{*} \in \mathscr{E}\left(v_{0}-x\right)$, $x^{*}(v)<x^{*}\left(v_{0}\right) \leqslant 1$. If $x^{*} \in \mathscr{E}\left(X^{*}\right) \backslash \mathscr{C}\left(v_{0}-x\right)$, then

$$
x^{*}(v)=x^{*}\left(v-v_{0}\right)+x^{*}\left(v_{0}\right) \leqslant \| v-v_{0}+1-\epsilon<1 .
$$

Thus $\|v\|<1$. We have shown that $B\left(v_{\mathbf{0}}, \epsilon\right) \cap K\left(v_{0}, x\right) \subset B(0,1)$, i.e., $v_{0} \notin \overline{K\left(v_{0}, x\right)} \cap \overline{S(X)}$. This completes the proof.

Let $V \subset X$. A point $v_{0} \in V$ is called a lunar point of $V$ if $x \in P_{V}^{-1}\left(v_{0}\right)$ and $K\left(v_{0}, x\right) \cap V \neq \varnothing$ imply $v_{0} \in \overline{K\left(v_{0}, x\right) \cap V} . V$ is called a moon [1] if each of its points are lunar. $V$ is called a $\operatorname{sun}[10]$ if, for each $v_{0} \in V, x \in P_{V}^{-1}\left(v_{0}\right)$ implies $v_{0}+\lambda\left(x-v_{0}\right) \in P_{V}^{-1}\left(v_{0}\right)$ for every $\lambda \geqslant 0$.
$V$ is called a Kolmogorov set [5] if, for each $v_{0} \in V, x \in P_{V}^{-1}\left(v_{0}\right)$ implies

$$
\min \left\{x^{*}\left(v-v_{0}\right): x^{*} \in \mathscr{E}\left(x-v_{0}\right)\right\} \leqslant 0
$$

for every $v \in V$.
It is obvious that every sun is a moon. Further, we have:
Theorem 2.5. Let $V \subset X$. The following are equivalent:
(1) $V$ is a sun.
(2) V is a Kolmogorov set.
(3) For each $v_{0} \in V, K\left(v_{0}, x\right) \cap V=\varnothing$ for every $x \in P_{V}^{-1}\left(v_{0}\right)$.

The equivalence of (1) and (2) was first given in [5], while the equivalence of (1) and (3) (as well as an alternate proof of the equivalence of (1) and (2)) was given in [1]. From the results of [1], we cite the following:
(a) if $X$ is strongly nonlunar, then a set in $X$ is a sun if and only if it is a moon;
(b) the space $C_{0}(T), T$ locally compact Hausdorff, is strongly nonlunar;
(c) the space $L_{1}(S, \Sigma, \mu),(S, \Sigma, \mu)$ a $\sigma$-finite measure space, is strongly nonlunar if and only if $(S, \Sigma, \mu)$ is purely atomic.

The converse of (a) is still an open question, i.e., if every moon in $X$ is a sun, must $X$ be strongly nonlunar? Relative to this problem we can prove the following:

Theorem 2.6. Let $X$ be a normed linear space such that every moon is a sun. Then each point of $S(X)$ is not a lunar point.

Proof. If some $v_{0} \in S(X)$ were a lunar point, then $\left.v_{0} \in \overline{K\left(v_{0}\right.}, x\right) \cap S(X)$ for every $x \in P_{\mathcal{S}(X)}^{-1}\left(v_{0}\right) \cap B(0,1)$. Let $V=[X \backslash B(X)] \cup\left\{v_{0}\right\} . V$ is obviously not a sun. We will show $V$ is a moon. For this it suffices to check only the point $v_{0} \in V$ (since every other $v \in V$ is interior to $V$ so $v=P_{V}^{-1}(v)$ and $K(v, v)=\varnothing$ ). Let $x \in P_{V}^{-1}\left(v_{0}\right), x \neq v_{0}$. Then $x \in B(0,1)$ and so $V_{0} \in \overline{K\left(v_{0}, x\right)} \cap S(X)$. Thus for each $\epsilon>0$ there exists $v_{\epsilon} \in K\left(v_{0}, x\right) \cap S(X)$ such that $\left\|v_{0}-v_{\epsilon}\right\|<\epsilon / 2$. Since $K\left(v_{0}, x\right)$ is open, there exists $u_{\epsilon} \in K\left(v_{0}, x\right)$ and $\left\|u_{\epsilon}\right\|>1$ such that $' \mid u_{\epsilon}-v_{\epsilon} \|<\epsilon / 2$. Then $u_{\epsilon} \in V$ and $\left\|u_{\epsilon}-v_{0}\right\|<\epsilon$ so $v_{0} \in \overline{K\left(v_{0}, x\right) \cap \bar{V}}$. Thus $V$ is a moon.

Let $\mathscr{P}[0,1]$ denote the space of all polynomials on $[0,1]$ endowed with the supremum norm.

Corollary 2.7. In $\mathscr{P}[0,1]$, there is a moon which is not a sun.
Proof. Let $X=\mathscr{P}[0,1]$. It suffices to show that the function $v_{0}(t)=$ $-1+2 t$ is a lunar point of $S(X)$. Let $x \in B(0,1)$. It follows that $v_{0}-x$ is a nonconstant polynomial. Using the well-known fact that $\mathscr{E}\left(X^{*}\right)$ consists of (plus and minus) all point evaluations, we see that

$$
\left.\left.\begin{array}{rl}
K\left(v_{0}, x\right)=\{v \in X: v(t) & <v_{0}(t) \text { if } v_{0}(t)-x(t)
\end{array}\right)\left\|v_{0}-x\right\|, ~ 子 \mid, v_{0}-x \|\right\} .
$$

Given any $\epsilon>0$, we can "perturb" $v_{0}$ by an amount less that $\epsilon / 2$ at each point to obtain a continuous function $\tilde{v}_{0}$ such that $\tilde{v}_{0}(t)<v_{0}(t)$ for all (finitely many) $t$ such that $v_{0}(t)-x(t)=\left\|v_{0}-x\right\|, \tilde{v}_{0}(t)>v_{0}(t)$ for every $t$ such that $v_{0}(t)-x(t)=-\left\|v_{0}-x\right\|$, and $\left\|\tilde{v}_{0}\right\|=1$. By a result of Wolibner [16], we can choose a polynomial $v$ such that $\left\|v-\tilde{v}_{0}\right\|<\epsilon / 2, v(t)=\tilde{v}_{0}(t)$ for all $t$ such that $\left|v_{0}(t)-x(t)\right|=\left\|v_{0}-x\right\|$, and $\|v\|=1$. Thus $\left\|v-v_{0}\right\|<\epsilon$ and $v \in K\left(v_{0}, x\right) \cap S(X)$. Hence $v_{0} \in \overline{K\left(v_{0}, x\right)} \cap S(X)$ and $v_{0}$ is a lunar point of $S(X)$.

Remark. The same argument as in the corollary shows that, in the space of analytic functions on $[0,1]$, there is a moon which is not a sun. These results should be compared with the fact that in $C[0,1]$ every moon is a sun.

## Now we prove:

Theorem 2.8. Let $V \subset X$. Consider the following statements:
(1) V is a sun.
(2) For each $x \in X$, every local minimum of the function

$$
\Phi_{r}(v)=x-v
$$

on $V$ is a global minimum.
(3) $V$ is a moon.

Then $(1) \Rightarrow(2) \Rightarrow(3)$. Hence in a MS-space, all three statements are equivalent.
Proof. (1) $\Rightarrow$ (2): Let $x \in X$ and let $v_{0}$ be a local minimum for $\Phi_{x}$, i.e., there exists $\epsilon>0$ such that $\mid x-v_{0}\|\leqslant\| x-v \|$ for every $v \in V \cap B\left(v_{0}, \epsilon\right)$. If $v_{0}$ is not a global minimum for $\Phi_{x}$, there exists some $v \in V$ such that $\|x-v\|<\left\|x-v_{0}\right\|$. Thus $v \in B\left(x, \| x-v_{0} \mid\right) \subset K\left(v_{0}, x\right)$ so $K\left(v_{0}, x\right) \cap V \neq \varnothing$. Let $x_{1}=v_{0}+\lambda\left(x-v_{0}\right)$ for some $0<\lambda<\epsilon / 2\left\|x-v_{0}\right\|$. Then $x_{1} \in P_{V}^{-1}\left(v_{0}\right)$ and $K\left(v_{0}, x_{1}\right)=K\left(v_{0}, x\right)$. Since $V$ is a sun, $K\left(v_{0}, x_{1}\right) \cap V=\varnothing$, which is a contradiction.
(2) $\Rightarrow$ (3): If $V$ is not a moon, there exists $v_{0} \in V$ and $x \in P_{V}^{-1}\left(v_{0}\right)$ with $K\left(v_{0}, x\right) \cap V \neq \varnothing$ such that $v_{0} \notin \overline{\left(K v_{0}, x\right)} \cap V$ i.e., there exists $\epsilon>0$ such that

$$
B\left(v_{0}, \epsilon\right) \cap K\left(v_{0}, x\right) \subset X \backslash V
$$

Let $u \in K\left(v_{0}, x\right) \cap V$. Then, for some $\lambda>0, u \in B\left(v_{0}+\lambda\left(x-v_{0}\right), \lambda\left|x-v_{0}\right|\right)$. Setting $x_{1}=v_{0}+\lambda\left(x-v_{0}\right)$ we get that $u \in B\left(x_{1},\left|x_{1}-v_{0}\right|\right), K\left(v_{0}, x_{1}\right)=$ $K\left(v_{0}, x\right)$, and

$$
B\left(v_{0}, \epsilon\right) \cap B\left(x_{1},\left\|x_{1}-v_{0}\right\| \subset X \backslash V\right.
$$

i.e., $x_{1}$ has $v_{0}$ as a local best approximation in $V$. But $\left.\right|_{1} x_{1}-u<x_{1}-v_{0} \mid$ so $v_{0}$ is not a global best approximation to $x_{1}$.

Remark. In general, none of the implications of Theorem 2.8 is reversible. To see that $(2) \Rightarrow(1)$ is not true, we need only consider the set $V$ which is the complement of the open unit ball in the Euclidean plane. $V$ is obviously not a sun but it is easy to verify that the functions $\Phi_{x}$ have only global minima.

To see that $(3) \Rightarrow(2)$ is generally false, let $X$ be the Euclidean plane and let

$$
V=\left\{(\xi, \eta): \frac{1}{4} \xi^{2}+\eta^{2} \geqslant 1\right\}
$$

This set is readily seen to be a moon, but the point $x=\left(0,-\frac{1}{2}\right)$ has $(0,1)$ as a local best approximation in $V$ which is not a global best approximation.

For the remainder of this section, we investigate the connection between suns and moons with certain continuity properties of the metric projection. We consider a more general concept than the usual concept of lower semicontinuity.

Definition. Let $V \subset X$ and $x_{0} \in X$. We say that $P_{V}$ is outer radially lower continuous (abbreviated ORL-continuous) at $x_{0}$ if, for each $v_{0} \in P_{V}\left(x_{0}\right)$ and each open set $W$ such that $P_{V}\left(x_{0}\right) \cap W \neq \varnothing$, there exists a neighborhood $U$ of $x_{0}$ such that $P_{V}(x) \cap W \neq \varnothing$ for every $x \in U \cap\left\{v_{0}+\lambda\left(x_{0}-v_{0}\right): \lambda \geqslant 1\right\}$. $P_{V}$ is called ORL-continuous if it is ORL-continuous at each point of $X$. (Note that $P_{V}$ is obviously ORL-continuous at each point of $V$.)

Lemma 2.9. Let $V \subset X$ and $x_{0} \in X$. The following statements are equivalent:
(1) $P_{V}$ is ORL-continuous at $x_{0}$.
(2) For each $v_{0}, v_{1}$ in $P_{V}\left(x_{0}\right)$ and each $\epsilon>0$, there exists $\delta>0$ such that $P_{\nu}(x) \cap B\left(v_{1}, \epsilon\right) \neq \varnothing$ for all $x \operatorname{in}\left\{v_{0}+\lambda\left(x_{0}-v_{0}\right): 1 \leqslant \lambda<1+\delta\right\}$.
(3) For each $v_{0}, v_{1}$ in $P_{V}\left(x_{0}\right)$ and every sequence $x_{n}$ in $\left\{v_{0}+\lambda\left(x_{0}-v_{0}\right): \lambda \geqslant 1\right\}$ with $x_{n} \rightarrow x_{0}$, there exists $v_{n} \in P_{V}\left(x_{n}\right)$ such that $v_{n} \rightarrow v_{1}$.

Proof. (1) $\Rightarrow$ (2) is clear.
(2) $\Rightarrow$ (3): Let $v_{0}, v_{1}$ in $P_{V}\left(x_{0}\right)$ and $x_{n}=v_{0}+\lambda_{n}\left(x_{0}-v_{0}\right)$ with $\lambda_{n}>1$ and $\lambda_{n} \rightarrow 1$ (i.e., $x_{n} \rightarrow x_{0}$ ). For $\epsilon=1$ there exists $\delta_{1}>0$ such that $P_{V}(x) \cap$ $B\left(v_{1}, 1\right) \neq \varnothing$ for every $x \in V_{\delta_{1}}$, where $V_{\delta}=\left\{v_{0}+\lambda\left(x_{0}-v_{0}\right): 1<\lambda<1+\delta\right\}$. Choose $n_{1}$ such that $x_{n} \in V_{\delta_{2}}$ for every $n \geqslant n_{1}$. Choose $y_{1} \in P_{V}\left(x_{n_{2}}\right) \cap B\left(v_{1}, 1\right)$. For $\epsilon=\frac{1}{2}$ there exists a $\delta_{2}{ }^{2}, 0<\delta_{2}<\delta_{1}$, such that $P_{\nu}(x) \cap B\left(v_{1}, \frac{1}{2}\right) \neq \varnothing$ for every $x \in V_{\delta_{2}}$. Let $n_{2}>n_{1}$ be such that $x_{n} \in V_{\delta_{2}}$ for every $n \geqslant n_{2}$ and choose $y_{2} \in P_{V}\left(x_{n_{2}}\right) \cap B\left(v_{1}, \frac{1}{2}\right)$. Continuing in this fashion, we obtain a sequence of integers $\left(n_{k}\right)$, a decreasing sequence of positive numbers ( $\delta_{k}$ ), and a sequence $\left(y_{k}\right)$ such that $\delta_{k} \rightarrow 0, x_{n} \in V_{\delta_{k}}$ for every $n \geqslant n_{k}$, and $y_{k} \in P_{V}\left(x_{n_{k}}\right) \cap B\left(v_{1}, 1 / k\right)$. We define a sequence $\left(v_{n}\right)$ by taking $v_{n} \subset P\left(x_{n}\right)$ for $n=1, \ldots, n_{1}-1, v_{n_{k}}=y_{k}$ for every $k$, and $v_{n} \in P_{V}\left(x_{n}\right) \cap B\left(v_{1}, 1 / k\right)$ for $n_{k}<n<n_{k+1}$. Then $v_{n} \in P_{V}\left(x_{n}\right)$ for every $n$ and $v_{n} \rightarrow v_{1}$.
(3) $\Rightarrow$ (1): Suppose (3) holds but (1) fails. Then there exists $v_{0} \in P_{V}\left(x_{0}\right)$ and an open set $W$ with $P_{V}\left(x_{0}\right) \cap W \neq \varnothing$ such that for every neighborhood $U$ of $x_{0}$ there exists an $x$ in $U \cap\left\{v_{0}+\lambda\left(x_{0}-v_{0}\right): \lambda>1\right\}$ such that $P_{\nu}(x) \cap W=\varnothing$. Choose $v_{1} \in P_{\nu}\left(x_{0}\right) \cap W$. Then for every $n$ there exists $x_{n}=v_{0}+\lambda_{n}\left(x_{0}-v_{0}\right)$ with $1<\lambda_{n}<1 / n$ such that $P_{V}\left(x_{n}\right) \cap W=\varnothing$. Then $x_{n} \rightarrow x_{0}$, but, if $v_{n} \in P_{\nu}\left(x_{n}\right)$, then $v_{n} \nexists W$ so $v_{n} \nrightarrow v_{1}$.

Theorem 2.10. If $V$ is $a$ sun, then $P_{V}$ is ORL-continuous.
Proof. Let $x_{0} \in X, v_{0}, v_{1}$ in $P_{V}\left(x_{0}\right)$, and $\epsilon>0$. It suffices to show that if $x=v_{0}+\lambda\left(x_{0}-v_{0}\right), \lambda>1$, then $\quad P_{\nu}(x) \cap B\left(v_{1}, \epsilon\right) \neq \varnothing$.

Now $v_{0} \in P_{\nu}(x)$ since $V$ is a sun, and

$$
\begin{aligned}
\left\|x-v_{\mathbf{1}}\right\| & \leqslant\left\|(1-\lambda)\left(v_{0}-x\right)|+| x_{0}-v_{1}\right\| \\
& =(\lambda-1)\left\|v_{0}-x_{0} \mid+\right\| x_{0}-v_{0} \| \\
& =\lambda\left\|x_{0}-v_{0} \mid=\right\| x-v_{0}\|\leqslant\| x-v_{1} \|
\end{aligned}
$$

implies $\left\|x-v_{1} \mid=\right\| x-v_{0} \|_{i}$ and $v_{1} \in P_{V}(x)$. This completes the proof.
Theorem 2.11. Let $V \subset X$. If $P_{V}$ is ORL-continuous, then "local best approximations are global," i.e., statement (2) of Theorem 2.8 holds.

Proof. If not, there exists $x_{0} \in X, v_{0} \in V$, and $\epsilon>0$ such that $\left\|x_{0}-v_{0}\right\| \leqslant$ $\left\|x_{0}-v\right\|$ for every $v \in B\left(v_{0}, \epsilon\right) \cap V$, but $\left\|x_{0}-v_{0}\right\|>\operatorname{dist}\left(x_{0}, V\right)$. Let $x_{1}$ be the last point on the line segment $\left[v_{0}, x_{0}\right]$ which has $v_{0}$ as a best (global) approximation in $V$. Thus $\operatorname{dist}(x, V)<\left\|x-v_{0}\right\|$ for every $x \in\left(x_{1}, x_{0}\right]$. Choose $\delta>0$ such that $P_{V}(x) \cap B\left(v_{0}, \epsilon\right) \neq \varnothing$ for every $x \in V_{\delta}=$ $\left\{x_{1}+\lambda\left(x_{1}-v_{0}\right): 1<\lambda<1+\delta\right\}$. If $x_{\lambda} \in V_{\delta}$ and $v \in P_{V}\left(x_{\lambda}\right) \cap B\left(v_{0}, \epsilon\right)$, then $\left\|x_{\lambda}-v\right\|<\left\|x_{\lambda}-v_{0}\right\|$ and so

$$
\left\|x_{0}-v_{0}\right\|=\left\|x_{0}-x_{\lambda}\right\|+\left\|x_{\lambda}-v_{0}\right\|>\left\|x_{0}-x_{\lambda}\right\|+\left\|x_{\lambda}-v\right\| \geqslant\left\|x_{0}-v\right\|,
$$

which contradicts the fact that $v_{0}$ is a local best approximation to $x_{0}$.
By combining Theorems 2.8, 2.10, and 2.11 we obtain the theorem stated in the introduction. In particular, we have:

Theorem 2.12. Let $X$ be MS-space. $A$ subset of $X$ is a sun if and only if its metric projection is ORL-continuous.

## 3. The $\operatorname{Space} C_{0}(T, X)$

Let $T$ be a locally compact Hausdorff space and $X$ a (real) normed linear space. We denote by $C_{0}(T, X)$ the space of all continuous functions $z: T \rightarrow X$ which vanish at infinity, and endowed with the supremum norm:

$$
\|z\|=\sup _{t \in T}\|z(t)\|_{X}
$$

Thus $z \in C_{0}(T, X)$ if and only if $z$ is a continuous $X$-valued function on $T$ such that the set $\left\{t \in T:\|z(t)\|_{X} \geqslant \epsilon\right\}$ is compact for every $\epsilon>0$. With the
pointwise linear operations, $C_{0}(T, X)$ is a normed linear space. Whenever it is necessary to distinguish between the norms in $C_{0}(T, X)$ and $X$, we denote the latter by $\|\cdot\|_{X}$. We often write $C_{0}(T)$ for $C_{0}(T, \mathbb{R})$, when $\mathbb{R}$ is the set of real numbers.

For a given $z \in C_{0}(T, X)$, its critical point set is defined by

$$
\operatorname{crit} z=\left\{t \in T:\|z(t)\|_{X}=\|z\|\right\}
$$

A space $X$ is called an $\left(\mathrm{A}_{\mathbf{c}}\right)$-space if it is an (A)-space and $\mathscr{E}(x)$ is weak*-closed for every nonzero $x$ in $X$. (The latter condition is always satisfied, in particular, when $\mathscr{E}\left(X^{*}\right)$ is weak*-closed.) The main result of this section is:

Theorem 3.1. Let $X$ be an $\left(\mathrm{A}_{\mathrm{c}}\right)$-space. Then $C_{0}(T, X)$ is an $(\mathrm{A})$-space.
Corollary 3.2. If $X$ is a finite-dimensional polyhedral space, then $C_{0}(T, X)$ is an (A)-space. In particular, $C_{0}(T)$ is an $(\mathrm{A})$-space.

The proof of Theorem 3.1 depends on a number of lemmas which are of independent interest. If $x^{*} \in X^{*}$ and $t \in T$, we denote by $z^{*}=x^{*}(\cdot(t))$ the element of $C_{0}(T, X)^{*}$ defined by $z^{*}(z)=x^{*}(z(t))$ for every $z \in C_{0}(T, X)$. Our first lemma characterizes the extreme points of the unit ball in $C_{0}(T, X)^{*}$ and was proved in collaboration with P. D. Morris. It generalizes a result of Singer [13], who proved it in the case in which $T$ is compact and $X$ a Banach space. Our proof, as distinct from his, is independent of the representation of the elements of the dual of $C_{0}(T, X)$.

Lemma 3.3. Let $X$ be a (real or complex) normed linear space and $Z=C_{0}(T, X)$. Then

$$
\mathscr{E}\left(Z^{*}\right)=\left\{x^{*}(\cdot(t)): x^{*} \in \mathscr{E}\left(X^{*}\right), t \in T\right\}
$$

Proof. Let $A=\left\{x^{*}(\cdot(t)): x^{*} \in B\left(X^{*}\right), t \in T\right\}$.
Claim. A is a weak*-closed (hence compact) subset of $B\left(Z^{*}\right)$. For let $z_{\alpha}^{*}=x_{\alpha}^{*}\left(\cdot\left(t_{\alpha}\right)\right)$ be a net in $A$ which converges weak* to some $z^{*} \in B\left(Z^{*}\right)$.

Case 1. ( $t_{\alpha}$ ) has a cluster point $t \in T$. Then there is a subnet $\left(t_{\beta}\right)$ such that $t_{\beta} \rightarrow t$. Now $\left(z_{\beta}{ }^{*}\right)$ also converges weak* to $z^{*}$. By passing to a further subnet of $\left(x_{\beta}{ }^{*}\right)$ if necessary, we may assume that $\left(x_{\beta}{ }^{*}\right)$ converges weak* to some $x^{*} \in B\left(X^{*}\right)$. Thus, for every $z \in Z$,

$$
z^{*}(z)=\lim _{\beta} z_{\beta}^{*}(z)=\lim _{\beta} x_{\beta}^{*}\left(z\left(t_{\beta}\right)\right)=x^{*}(z(t))
$$

and hence $z^{*}=x^{*}(\cdot(t)) \in A$.

Case 2. ( $t_{\alpha}$ ) has no cluster point. If $z \in Z$ and $\epsilon>0$, choose a compact set $T_{0} \subset T$ such that $\|z(t)\|<\epsilon$ for every $t \in T \backslash T_{0}$. Since $\left(t_{\alpha}\right)$ has no cluster point, there exists an index $\alpha_{0}$ such that $t_{\alpha} \in T \backslash T_{0}$ for every $\alpha \geqslant \alpha_{0}$. Hence, for every $\alpha \geqslant \alpha_{0}$,

$$
\left|z_{\alpha}^{*}(z)\right|=\left|x_{\alpha}^{*}\left(z\left(t_{\alpha}\right)\right)\right| \leqslant\left|z\left(t_{\alpha}\right)\right|<\epsilon
$$

implies that $z_{\alpha}^{*}$ converges weak* to $0 \in A$.
Claim. The weak*-closed convex hull of $A, \overline{\operatorname{co}}(A)$, is equal to $B\left(Z^{*}\right)$. For, if not, then by a well-known separation theorem [9, p. 417] there would exist $z \in Z$, and $z_{0}{ }^{*} \in B\left(Z^{*}\right) \backslash \overline{\operatorname{co}}(A)$, such that

$$
\begin{aligned}
\operatorname{Re} z_{0}^{*}(z) & >\sup \left\{\operatorname{Re} z^{*}(z): z^{*} \in \overline{\operatorname{co}}(A)\right\} \\
& \geqslant \sup \left\{\operatorname{Re} x^{*}(z(t)): x^{*} \in B\left(X^{*}\right), t \in T\right\} \\
& =\|z\|
\end{aligned}
$$

which is absurd.

$$
\text { CLAIM. } \mathscr{E}\left(Z^{*}\right) \subset\left\{x^{*}(\cdot(t)): x^{*} \in \mathscr{E}\left(X^{*}\right), t \in T\right\}
$$

Let $E=\left\{x^{*}(\cdot(t)): x^{*} \in \mathscr{E}\left(X^{*}\right), t \in T\right\}$. By a theorem of Milman (cf., e.g., $[9, \mathrm{p}, 440]), \mathscr{E}\left(Z^{*}\right) \subset A$. If there is some $z^{*} \in \mathscr{E}\left(Z^{*}\right) \backslash E$, then $z^{*}=x^{*}(\cdot(t))$ for some $x^{*} \in B\left(X^{*}\right) \backslash \mathscr{E}\left(X^{*}\right)$ and some $t \in T$. Hence there exist $x_{1}{ }^{*}, x_{2}{ }^{*}$ in $B\left(X^{*}\right)$, $x_{1}^{*} \neq x_{2}^{*}$ such that $x^{*}=\frac{1}{2}\left(x_{1}^{*}+x_{2}^{*}\right)$ and so $z^{*}=\frac{1}{2}\left[x_{1}{ }^{*}(\cdot(t))+x_{2}{ }^{*}(\cdot(t))\right]$, which contradicts $z^{*} \in \mathscr{E}\left(Z^{*}\right)$. Thus $\mathscr{E}\left(Z^{*}\right) \subset E$.

To complete the proof of Lemma 3.3, we must show that $E \subset \mathscr{E}\left(Z^{*}\right)$. Let $x_{0}{ }^{*} \in \mathscr{E}\left(X^{*}\right), t_{0} \in T$, and suppose

$$
x_{0} *\left(\cdot\left(t_{0}\right)\right)=\frac{1}{2}\left[z_{1}^{*} \div z_{2}^{*}\right] \quad \text { for some } \quad z_{i}^{*} \in B\left(Z^{*}\right)
$$

Let $z \in Z,\|z\| \leqslant 1$, and suppose $x_{0}{ }^{*}\left(z\left(t_{0}\right)\right)=0$. We will show that $z_{1}{ }^{*}(z)=z_{2}{ }^{*}(z)=0$. Fix an arbitrary $\epsilon>0$. Let $T_{0}=\{t:|z(t)| \geqslant \epsilon\}$ and $Y=\{t:\|z(t)\|>\epsilon / 2\}$. Then $U$ is a neighborhood of the compact set $T_{0}$. By Urysohn's lemma, we choose $f \in C_{0}(T)$ such that $0 \leqslant f \leqslant 1, f=1$ on $T_{0}$, and $f=0$ off $U$. Set $z_{1}=z f$. Then $z_{1} \in Z,\left\|z_{1}\right\| \leqslant 1$, and, for every $t \in T$,

$$
\left\|z(t)-z_{1}(t)=[1-f(t)]\right\| z(t) \|<\epsilon
$$

i.e., $\left\|z-z_{1}\right\|<\epsilon$. Again by Urysohn's lemma, we choose $g \in C_{0}(T)$, with $0 \leqslant g \leqslant 1$, such that $g\left(t_{0}\right)=1$ and $g=0$ off the set $\{t:\|z(t)\|<\epsilon / 2\}$. Choose $x \in S(X)$ such that $\operatorname{Re} x_{0}{ }^{*}(x)>1-(\epsilon / 4)$ and set $z_{2}=x g$. Then $z_{2} \in Z,\left\|z_{2}\right\|=1$, and $z_{2}\left(t_{0}\right)=x$ so

$$
1-\frac{\epsilon}{4}<\operatorname{Re} x_{0}^{*}\left(z_{2}\left(t_{0}\right)\right)=\frac{1}{2}\left[\operatorname{Re} z_{1}^{*}\left(z_{2}\right)+\operatorname{Re} z_{2}^{*}\left(z_{2}\right)\right]
$$

which implies

$$
\begin{equation*}
\min \left\{\operatorname{Re} z_{1}^{*}\left(z_{2}\right), \operatorname{Re} z_{2}^{*}\left(z_{2}\right)\right\}>1-(\epsilon / 2) \tag{1}
\end{equation*}
$$

Also, $\left\|z_{1}+z_{2}\right\|=1$ implies that

$$
\begin{aligned}
1-\frac{\epsilon}{4} & <\operatorname{Re} x_{0}^{*}\left(z_{2}\left(t_{0}\right)\right)=\operatorname{Re} x_{0}^{*}\left[z_{1}\left(t_{0}\right)+z_{2}\left(t_{0}\right)\right] \\
& =\frac{1}{2}\left[\operatorname{Re} z_{1}^{*}\left(z_{1}+z_{2}\right)+\operatorname{Re} z_{2}^{*}\left(z_{1}+z_{2}\right)\right]
\end{aligned}
$$

from which it follows that

$$
\begin{equation*}
\min \left\{\operatorname{Re} z_{1}{ }^{*}\left(z_{1}+z_{2}\right), \operatorname{Re} z_{2}^{*}\left(z_{1}+z_{2}\right)\right\}>1-(\epsilon / 2) . \tag{2}
\end{equation*}
$$

Combining (1) and (2) we get

$$
\left[\operatorname{Re} z_{i}^{*}\left(z_{1}\right)\right]<\epsilon / 2 \quad \text { for } \quad i=1,2 .
$$

A routine computation shows that

$$
\left|\operatorname{Im} z_{i}^{*}\left(z_{2}\right)\right| \leqslant \sqrt{\epsilon}, \quad\left|\operatorname{Im} z_{i}^{*}\left(z_{\mathbf{1}}+z_{2}\right)\right| \leqslant \sqrt{\epsilon},
$$

for $i=1,2$. Thus

$$
\left|\operatorname{Im} z_{i}^{*}\left(z_{1}\right)\right| \leqslant\left|\operatorname{Im} z_{i}^{*}\left(z_{1}+z_{2}\right)\right|+\left|\operatorname{Im} z_{i}^{*}\left(z_{2}\right)\right| \leqslant 2 \sqrt{\epsilon}
$$

for $i=1,2$. Hence, for $i=1,2$,

$$
\begin{aligned}
& \left|z_{i}^{*}(z)\right| \leqslant\left|z_{i}^{*}\left(z-z_{1}\right)\right|+\left|z_{i}^{*}\left(z_{1}\right)\right| \\
& \quad \leqslant\left\|z-z_{1}\right\|+\sqrt{\left(\epsilon^{2} / 4\right)+4 \epsilon}<\epsilon+\sqrt{\left(\epsilon^{2} / 4\right)+4 \epsilon}
\end{aligned}
$$

Since $\epsilon$ was arbitrary, this shows that $z_{1}{ }^{*}(z)=z_{2}{ }^{*}(z)=0$. We have shown that |' $z \| \leqslant 1$ and $x_{0}{ }^{*}\left(z\left(t_{0}\right)\right)=0$ imply $z_{1}{ }^{*}(z)=z_{2}{ }^{*}(z)=0$. It follows that $z_{i}{ }^{*}=\alpha_{i} x_{0}{ }^{*}(\cdot(t))$ for some scalars $\alpha_{i}(i=1,2)$. Since $x_{0}{ }^{*}\left(\cdot\left(t_{0}\right)\right)=\frac{1}{2}\left(z_{1}{ }^{*}+z_{2}{ }^{*}\right)$, $\alpha_{1}=\alpha_{2}=1$ and $x_{0}^{*}\left(\cdot\left(t_{0}\right)\right) \in \mathscr{E}\left(Z^{*}\right)$. This completes the proof.

It is well known [12] that, if $Y$ is a subspace of the normed linear space $Z$, then $\mathscr{E}\left(Y^{*}\right) \subset\left\{\left.z^{*}\right|_{Y}: z^{*} \in \mathscr{E}\left(Z^{*}\right)\right\}$. Thus

Corollary 3.4. Let $Y$ be a subspace of $C_{0}(T, X)$. Then

$$
\mathscr{E}\left(Y^{*}\right) \subset\left\{x^{*}(\cdot(t)): x^{*} \in \mathscr{E}\left(X^{*}\right), t \in T\right\}
$$

We state the following simple result for reference purposes since it is used several times:

Lemma 3.5. Let $X$ and $Z$ be as in Lemma 3.3. Then for each compact set $T_{0} \subset T$, each neighborhood $U$ of $T_{0}$, and each $x \in X$, there exists $z \in Z$ such that $z=x$ on $T_{0}, z=0$ off $U$, and $|z \|=|x|$.

Proof. By Urysohn's lemma there exists $f \in C_{0}(T)$ such that $0 \leqslant f \leqslant 1$, $f=1$ on $T_{0}$, and $f=0$ off $U$. The element $z=x f$ works.

Lemma 3.6. Let $X$ and $Z$ be as in Lemma 3.3. Then $\delta\left(Z^{*}\right)$ is homeomorphic to the product $T \times \mathscr{E}\left(X^{*}\right)\left(\right.$ relative to the $\sigma$-topologies on $\mathscr{E}\left(Z^{*}\right)$ and $\left.\mathscr{E}\left(X^{*}\right)\right)$.

Proof. By Lemma 3.3,

$$
\mathscr{E}\left(Z^{*}\right)=\left\{x^{*}(\cdot(t)): x^{*} \in \mathscr{E}\left(X^{*}\right), t \in T\right\}
$$

We define $F: T \times \mathscr{E}\left(X^{*}\right) \rightarrow \mathscr{E}\left(Z^{*}\right)$ by

$$
F\left[\left(t, x^{*}\right)\right]=x^{*}(\cdot(t))
$$

$F$ is clearly onto and continuous. Suppose $x_{1}^{*}(\cdot(t))=x_{2}{ }^{*}(\cdot(t))$. If $t_{1} \neq t_{2}$, then taking an $x \in X \backslash X_{1}^{*-1}(0)$, an application of Lemma 3.5 yields a $z \in Z$ such that $z\left(t_{1}\right)=x$ and $z\left(t_{2}\right)=0$. But this implies the contradiction $x_{1}^{*}\left(z\left(t_{1}\right)\right) \neq x_{2}^{*}\left(z\left(t_{2}\right)\right)$. Hence $t_{1}=t_{2}$. A similar argument shows $x_{1}{ }^{*}=x_{2}^{*}$. Thus $F$ is one-to-one. To show $F^{-1}$ is continuous, let $x_{\alpha}^{*}\left(\cdot\left(t_{\alpha}\right)\right) \rightarrow x^{*}(\cdot(t))$. We must verify that $x_{\alpha}{ }^{*} \rightarrow x^{*}$ and $t_{\alpha}^{*} \rightarrow t$. If $t_{\alpha}{ }^{*} \nrightarrow t$, there exists a neighborhood $U$ of $t$ and a subnet $\left(t_{\beta}\right)$ such that $t_{\beta} \notin U$ for every $\beta$. By Lemma 3.5 there is $z \in Z$ such that $z(t)=x \in X \mid x^{*-1}(0)$ and $z=0$ off $U$. Then

$$
0 \neq x^{*}(x)=x^{*}(z(t))=\lim x_{\beta}^{*}\left(z\left(t_{\beta}\right)\right)=0,
$$

which is absurd. Thus $t_{\alpha} \rightarrow t$. Now let $x \in X$ be arbitrary. Choose a neighborhood $U$ of $t$ such that $\bar{U}$ is compact, and choose $\alpha_{0}$ such that $t_{\alpha} \in U$ for every $\alpha \geqslant \alpha_{0}$. By Lemma 3.5 there exists $z \in Z$ such that $z=x$ on $U$. Then, for every $\alpha \geqslant \alpha_{0}$,

$$
x_{\alpha}^{*}(x)==x_{\alpha}^{*}\left(z\left(t_{\alpha}\right)\right) \rightarrow x^{*}(z(t))=x^{*}(x) .
$$

Hence $x_{\alpha}{ }^{*} \rightarrow x^{*}$ and the proof is complete.
Definition. Let $X$ and $Y$ be topological spaces. A set-valued map $\Psi: X \rightarrow 2^{Y}$ (the set of all closed subsets of $Y$ ) is said to be upper semicontinuous (abbreviated u.s.c.) at $x_{0}$ if for each neighborhood $W$ of $\Psi\left(x_{0}\right)$ there exists a neighborhood $U$ of $x_{0}$ such that $\Psi(x) \subset W$ for every $x \subset U . \Psi$ is called u.s.c. if it is u.s.c. at each point.

Lemma 3.7. Let $X$ be an (A)-space. Then (relative to the $\sigma$-topology on $\left.\mathscr{E}\left(X^{*}\right)\right)$ the peak set mapping $x \rightarrow \mathscr{E}(x)$ is u.s.c.

Proof. Let $x_{0} \in X$ and $W$ be a $\sigma$-open neighborhood of $\mathscr{E}\left(x_{0}\right)$. If $x_{0}=0$, the result is trivially true. If $x_{0} \neq 0$, there is a $y \in X$ such that $\mathscr{E}(y) \subset W$ and

$$
\sup \left\{x^{*}\left(x_{0}\right): x^{*} \in \mathscr{E}\left(X^{*}\right) \mid \mathscr{E}(y)\right\}=\left|x_{0}\right|-\delta
$$

for some $\delta>0$. Let

$$
U=\left\{x \in X:\left\|x-x_{0}\right\|<\delta / 2\right\} .
$$

If $x \in U$ and $x^{*} \in \mathscr{E}\left(X^{*}\right) \backslash \mathscr{C}(y)$, we have

$$
\begin{aligned}
x^{*}(x) & =x^{*}\left(x-x_{0}\right)+x^{*}\left(x_{0}\right) \\
& \leqslant\left\|x-x_{0}\right\|+\left\|x_{0}\right\|-\delta<\left\|x_{0}\right\|-\delta / 2<\|x\|
\end{aligned}
$$

so $x^{*} \notin \mathscr{E}(x)$. Thus $\mathscr{E}(x) \subset \mathscr{E}(y) \subset W$ for each $x \in U$.
Proof of Theorem 3.1. Let $z \in S(Z)$ and let $W$ be a $\sigma$-open neighborhood of $\mathscr{E}(z)$. We have to show the existence of a $y \in Z$ such that $W \supset \mathscr{E}(y)$ and

$$
\sup \left\{z^{*}(z): z^{*} \in \mathscr{E}\left(Z^{*}\right) \mid \mathscr{E}(y)\right\}<1
$$

By Lemma 3.6, we may assume that

$$
W=\bigcup_{i \in I} F\left(A_{i} \times U_{i}\right) \supset \mathscr{E}(z)
$$

where $F$ is the homeomorphism constructed in Lemma 3.6, $I$ is some index set, and $A_{i}$ and $U_{i}$ are open in $T$ and $\mathscr{E}\left(X^{*}\right)$, respectively. By assumption, $\mathscr{E}(z(t))$ is compact whenever $z(t) \neq 0$. Using Lemma 3.7, we deduce that the map $t \rightarrow \mathscr{E}(z(t))$, and hence also the map $t \rightarrow\{t\} \times \mathscr{E}(z(t))$, is u.s.c. Since crit $z$ is compact, it follows by a theorem of Michael [11] that

$$
\bigcup_{t \in \mathrm{crit} z}[\{t\} \times \mathscr{E}(z(t))]
$$

and hence

$$
\mathscr{E}(z)=F\left(\bigcup_{t \in \mathrm{crit} z}[\{t\} \times \mathscr{E}(z(t))]\right)
$$

is compact. Thus there exist sets $A_{1} \times U_{1}, \ldots, A_{\nu} \times U_{\nu}$ such that

$$
\mathscr{E}(z) \subset \bigcup_{i=1}^{\nu} F\left(A_{i} \times U_{i}\right) \subset W
$$

For each $t \in$ crit $z$, define

$$
\begin{aligned}
& a(t)=\left\{i \in N: A_{i} \times U_{i} \cap\{t\} \times \mathscr{E}(z(t)) \neq \varnothing\right\} \neq \varnothing \\
& \alpha(t)=\bigcup_{i \in a(t)} U_{i} \supset \mathscr{E}(z(t))
\end{aligned}
$$

and

$$
A(t)=\bigcap_{i \in a(t)} A_{i} \supset\{t\}
$$

Note that $A(t)$ is open and

$$
\mathscr{E}(z) \subset \bigcup_{t \in \mathrm{crit} z} F[\{t\} \times \alpha(t)] \subset \bigcup_{t \in \mathrm{erit} z} F[A(t) \times \alpha(t)] \subset W .
$$

Now $t \rightarrow \mathscr{E}(z(t))$ is u.s.c. and so, for each $t \in \mathrm{crit} z$, there exists a neighborhood $B(t)$ of $t$ such that $B(t) \subset A(t)$ and $\mathscr{E}\left(z\left(t^{\prime}\right)\right) \subset \alpha(t)$ for every $t^{\prime} \in B(t)$. Thus

$$
\mathscr{E}(z) \subset \bigcup_{t \in \mathrm{crit} z} F[B(t) \times \alpha(t)] \subset W
$$

Let $C=\bigcup_{l \in \mathrm{critz}} B(t)$. Then, for each $t^{\prime} \in C$, we see that

$$
F\left[\left\{t^{\prime}\right\} \times \mathscr{E}\left(z\left(t^{\prime}\right)\right)\right] \subset \bigcup_{t \in \mathrm{crit} z} F[B(t) \times \alpha(t)] \subset W
$$

We now choose an open set $M$ such that

$$
\operatorname{crit} z \subset M \subset \bar{M} \subset \bigcup_{t \in \mathrm{Crit} z} B(t)
$$

$\bar{M}$ is a compact $G_{\delta}$, and

$$
M \subset\left\{t:\|z(t)\|>\frac{1}{2}\right\}
$$

Next we extend the definition of $\alpha(t)$ and $B(t)$ to all of $\bar{M}$. Since $\bar{M}$ is compact, there exist $t_{1}, \ldots, t_{n}$ in crit $z$ such that $\bar{M} \subset \bigcup_{1}^{n} B_{k}$, where $B_{k}=B\left(t_{k}\right)$. For each $t \in \bar{M}$ crit $z$, define

$$
B(t)=\bigcap\left\{B_{k}: t \in B_{k}\right\}
$$

and

$$
\alpha(t)=\bigcup\left\{\alpha\left(t_{k}\right): t \in B_{k}\right\} .
$$

Note that $B(t)$ is a neighborhood of $t$ and $\alpha(t)$ is open.
Let $t \in \bar{M} \backslash$ crit $z$. Then, for each $t^{\prime} \in B(t), \mathscr{E}\left(z\left(t^{\prime}\right)\right) \subset \alpha(t)$. Also,

$$
F[\{t\} \times \mathscr{E}(z(t))] \subset \bigcup_{i \in \bar{M}} F[B(\bar{t}) \times \alpha(\bar{t})] \subset W
$$

To verify the relation $\bigcup_{\bar{i} \in \bar{M}} F[B(\bar{i}) \times \alpha(\bar{t})] \subset W$, it suffices to show $F[B(\bar{t}) \times \alpha(\bar{t})] \subset W$ for every $\bar{t} \in \bar{M} \backslash$ crit $z$. Now

$$
\begin{aligned}
B(\tilde{t}) \times \alpha(\bar{t}) & =\bigcap\left\{B_{k}: \bar{t} \in B_{k}\right\} \times \bigcap\left\{\alpha\left(t_{k}\right): \bar{t} \in B_{k}\right\} \\
& =\bigcup_{\left\{k: \bar{t} \in B_{k}\right\}}\left\{\bigcap\left\{B_{j}: \bar{t} \in B_{j}\right\} \times \alpha\left(t_{k}\right)\right\} \subset \bigcup_{\left\{k: \bar{t} \in B_{k}\right\}} B_{k} \times \alpha\left(t_{k}\right)
\end{aligned}
$$

implies

$$
F[B(\bar{t}) \times \alpha(\bar{t})] \subset \bigcup_{\left\{k: t \in B_{k}\right\}} F\left[B_{k} \times \alpha\left(t_{k}\right)\right] \subset W .
$$

Since $X$ has the (A)-property, for each $t \in \bar{M}$ there exists $x_{t} \in X,\left\|x_{t}\right\|=1$, such that

$$
\mathscr{E}_{\mathscr{\delta}}\left(x_{t}\right) \subset \mathscr{E}\left(x_{l}\right) \subset \alpha(t)
$$

and

$$
\sup \left\{x^{*}(z(t)): x^{*} \in \mathscr{E}\left(X^{*}\right) \mid \mathscr{E}\left(x_{t}\right)\right\}=\| z(t) \mid-\epsilon_{t}
$$

for some $\epsilon_{t}>0$. By the continuity of $z$ and the u.s.c. of $t \rightarrow \mathscr{E}(z(t))$, for each $t \in \bar{M}$ there is a neighborhood $D(t)$ of $t$ such that $D(t) \subset B(t)$ and, for each $t^{\prime} \in D(t)$,

$$
\mathscr{E}\left(z\left(t^{\prime}\right)\right) \subset \mathscr{E}^{\circ}\left(x_{t}\right), \quad \text { and } \quad\left\|z\left(t^{\prime}\right)-z(t)\right\|<\epsilon_{t} / 2
$$

Since $\bar{M}$ is compact and $\bigcup_{t \in \bar{M}} D(t) \supset \bar{M}$ there exist $s_{1}, \ldots, s_{m}$ in $\bar{M}$ such that $\bar{M} \subset \bigcup_{\mu=1}^{m} D_{\mu}$, where $D_{\mu}=D\left(S_{u}\right)$.

Since $\bar{M}$ is a compact $G_{\delta}$, we can choose a "partition of unity" $\rho_{1}, \ldots, \rho_{m}$ in $C_{0}(T)$ as follows: $\rho_{i} \geqslant 0$ for every $i, \rho_{i}=0$ on $\bar{M} \backslash D_{i}, \sum_{i}^{m} \rho_{i}=1$ on $\bar{M}$, and $\sum_{1}^{m} \rho_{i}<1$ off $\bar{M}$. We set

$$
y(t)=\sum_{1}^{m} \rho_{i}(t) x_{i}, \quad \text { where } \quad x_{i}=x_{s_{i}}
$$

For each $t \in \bar{M}$, put

$$
b(t)=\left\{i \in N: \rho_{i}(t) \neq 0\right\} .
$$

We now show that

$$
\mathscr{E}(y t))=\bigcap_{i \in b(t)} \mathscr{E}\left(x_{i}\right) \quad \text { for every } \quad t \in \bar{M}
$$

First note that $\bigcap_{i \in b(t)} \mathscr{E}\left(x_{i}\right) \neq \varnothing$ since $\mathscr{E}\left(x_{i}\right) \supset \mathscr{E}(z(t))$ for $i \in b(t)$. Now $x^{*} \in \bigcap_{i \in b(t)} \mathscr{E}\left(x_{i}\right)$ implies

$$
x^{*}(y(t))=\sum_{1}^{m} \rho_{i}(t) x^{*}\left(x_{i}\right)=\sum_{i \in b(t)} \rho_{i}(t)=1 \geqslant\|y(t)\| \cdot
$$

Thus $x^{*} \in \mathscr{E}(y(t))$. Conversely, if $x^{*} \in \mathscr{E}(y(t))$, then for $i_{0} \in b(t)$

$$
1=\|y(t)\|=x^{*}(y(t))=\sum \rho_{i}(t) x^{*}\left(x_{i}\right)<\rho_{i_{0}}(t) x^{*}\left(x_{i_{0}}\right)+1-\rho_{i_{0}}(t)
$$

which implies that $1 \leqslant x^{*}\left(x_{i_{0}}\right)$ and so $x^{*} \in \mathscr{E}_{( }\left(x_{i_{0}}\right)$.

We have $y(t)=y-1$ for every $t \in \bar{M}$ and crit $y \supset \bar{M}$. But $\sum \rho_{i}<1$ off $\bar{M}$ so $y(t):<1$ off $\bar{M}$ and crit $y=\bar{M}$. For every $t \in \bar{M}$.

$$
\bigcap_{i \in b(t)} \mathscr{E}\left(x_{i}\right)=\mathscr{E}(y(t)) \subset \bigcap_{u \in b(t)} \alpha\left(s_{u}\right)
$$

so

$$
\{t\} \times \mathscr{E}(y(t)) \subset \bigcap_{i \in b(t)} D_{i} \times \bigcap_{u \in b(t)} \alpha\left(s_{\mu}\right) \subset D_{i} \times \alpha\left(s_{i}\right) \subset B\left(s_{i}\right) \times \alpha\left(s_{i}\right)
$$

for every $i \in b(t)$. Hence

$$
F[\{t\} \times \mathscr{E}(y(t))] \subset F\left[B\left(s_{i}\right) \times \alpha\left(s_{i}\right)\right] \subset W
$$

But

$$
\mathscr{E}(y)=\bigcup_{t \in \widetilde{M}} F[\{t\} \times \mathscr{E}(y(t))]
$$

and so $\mathscr{E}(y) \subset W$.
It remains to show that

$$
\sup \left\{z^{*}(z): z^{*} \in \mathscr{E}\left(Z^{*}\right) \backslash \mathscr{E}(y)\right\}<1
$$

i.e.,

$$
\sup \left\{x^{*}(z(t)): x^{*}(\cdot(t)) \in \mathscr{E}\left(Z^{*}\right) \backslash \mathscr{E}(y)\right\}<1
$$

Now $x^{*}(\cdot(t)) \in \mathscr{E}\left(Z^{*}\right) \backslash \mathscr{E}(y)$ if and only if $x^{*} \in \mathscr{E}\left(X^{*}\right)$ and either $t \notin$ crit $y=\bar{M}$ or $x^{*} \notin \mathscr{E}(y(t)), t \in$ crit $y$. If $t \in \bar{M}$ and $x^{*} \notin \mathscr{E}(y(t))$, then $x^{*} \notin \mathscr{E}\left(x_{i}\right)$ for some $i \in b(t)$ implies $t \in D_{i}$ and

$$
\begin{aligned}
x^{*}(z(t)) & =x^{*}\left(z(t)-z\left(t_{i}\right)\right)+x^{*}\left(z\left(t_{i}\right)\right) \\
& <\frac{1}{2} \epsilon_{t_{i}}-\left\|z\left(t_{i}\right)\right\|-\epsilon_{t_{i}}=\left\|z\left(t_{i}\right)\right\|-\frac{1}{2} \epsilon_{t_{i}} \\
& \leqslant 1-\epsilon_{0},
\end{aligned}
$$

where $\epsilon_{0}=\frac{1}{2} \min _{1 \leqslant i \leqslant n} \epsilon_{l}$. Also,

$$
\sup \{\|z(t)\|: t \notin \bar{M}\}=1-\boldsymbol{\epsilon}_{\mathbf{1}}
$$

for some $\epsilon_{1}>0$. Taking $\epsilon=\min \left\{\epsilon_{0}, \epsilon_{1}\right\}$, we conclude

$$
\sup \left\{x^{*}(z(t)): x^{*}(\cdot(t)) \in \mathscr{E}\left(Z^{*}\right) \backslash \mathscr{E}(y)\right\} \leqslant 1-\epsilon<1,
$$

and the proof is complete.

## 4. Product Spaces

Let $\left(X_{i}\right), i \in I$, be a collection of real normed linear spaces. By the $l_{\infty}$-product of the $X_{i}$, denoted $\left(\prod_{i \in I} X_{i}\right)_{l_{\infty}}$, we mean the set of all functions $x$ on $I$ such that $x(i) \in X_{i}$ for each $i$ (i.e., $x \in \prod_{i \in I} X_{i}$ ) and $\sup _{i \in I}\|x(i)\|<\infty$. Defining, the linear operations pointwise and a norm by $\|x\|=\sup _{i \in I}\|x(i)\|,\left(\prod_{i \in I} X_{i}\right)_{l_{\infty}}$ is a normed linear space. By the $c_{0}$-product of the $X_{i}$, denoted $\left(\prod_{i \in I} X_{i}\right)_{c_{0}}$, we mean the subspace of $\left(\prod_{i \in I} X_{i}\right)_{l_{\infty}}$ consisting of those $x$ such that the set $\{i \in I:\|x(i)\| \geqslant \epsilon\}$ is finite for every $\epsilon>0$. Similarly, the $l_{1}$-product of the $X_{i}$, denoted $\left(\prod_{i \in I} X_{i}\right)_{l_{1}}$, is the set of all functions $x$ in $\prod_{i \in I} X_{i}$ such that the norm $\|x\| \equiv \sum_{i \in I}\|x(i)\|$ is finite.

It is well known (cf. [8]) that $\left(\prod_{i} X_{i}{ }^{*}\right)_{l_{1}}$ (respectively, $\left(\prod_{i} X_{i}{ }^{*}\right)_{l_{\infty}}$ ) is isometric to $\left(\prod_{i} X_{i}\right)_{c_{0}}$ (respectively, $\left.\left(\prod_{i} X_{i}\right)_{l_{1}}^{*}\right)$ via the mapping $\left(x^{*}(i)\right)_{i \in I} \rightarrow x^{*}$ defined by

$$
x^{*}(x)=\sum_{i \in I} x^{*}(i) x(i)
$$

for every $x$ in the product space. Also, it can be readily verified that if $X=\left(\prod_{i} X_{i}\right)_{l_{1}}$ (respectively, $X=\left(\prod_{i} X_{i}\right)_{l_{\infty}}$ ), then

$$
\mathscr{E}(X)=\left\{x \in X: x(\alpha) \in \mathscr{E}\left(X_{\alpha}\right) \text { for some } \alpha \text { and } x(i)=0 \text { if } i \neq \alpha\right\}
$$

(respectively, $\mathscr{E}(X)=\left\{x \in X: x(i) \in \mathscr{E}\left(X_{i}\right)\right.$ for every $\left.i\right\}$ ).
We first consider the $c_{0}$-product $X=\left(\prod_{i} X_{i}\right)_{e_{0}}$. For any $x \in X$, we define

$$
\operatorname{crit} x=\{i \in I:\|x(i)\|=\|x\|\}
$$

Theorem 4.1. $\left(\Pi_{i} X_{i}\right)_{c_{0}}$ is an (A)-space if and only if each $X_{i}$ is an (A)-space.

The essential part of the proof is contained in
Lemma 4.2. Let $X=\left(\prod_{i \in I} X_{i}\right)_{e_{0}}$, and $x \in X \backslash\{0\}$. Then
(a) $\mathscr{E}(x)=\left\{x^{*} \in X: x^{*}(j) \in \mathscr{E}(x(j))\right.$ for some $j \in \operatorname{crit} x$ and $x^{*}(i)=0$ if $i \neq j\}$.
(b) If $W_{\alpha}$ is $\sigma$-open in $\mathscr{E}\left(X_{\alpha}{ }^{*}\right)$ and $W=\prod_{i \in I} W_{i}$, where $W_{i}=\{0\}$ if $i \neq \alpha$, then $W$ is $\sigma$-open in $\mathscr{E}\left(X^{*}\right)$.
(c) If $W$ is $\sigma$-open in $\mathscr{E}\left(X^{*}\right)$ and $W \supset \mathscr{E}(x)$, then, for each $j \in \mathrm{crit} x$, the set

$$
W_{j}=\left\{x^{*}(j): x^{*} \in W\right\} \cap \mathscr{E}\left(X_{j}^{*}\right)
$$

is $\sigma$-open in $\mathscr{E}\left(X_{j}{ }^{*}\right)$ and $W_{j} \supset \mathscr{E}(x(j))$.

Proof. The proof of (a) is routine and omitted. For (b), let $x_{\alpha}{ }^{*} \in W_{\alpha}$. Then there exist $x_{\alpha 1}, \ldots, x_{\alpha n}$ in $X_{\alpha}$ and $\epsilon>0$ such that the set

$$
U_{\alpha}=\bigcap_{k=1}^{n}\left\{y_{\alpha}^{*} \in \mathscr{E}\left(X_{\alpha}{ }^{*}\right):\left|y_{\alpha}^{*}\left(x_{\alpha k}\right)-x_{\alpha}^{*}\left(x_{\alpha k}\right)\right|<\epsilon\right\}
$$

is contained in $W_{\alpha}$. We can assume $x_{\alpha}{ }^{*}\left(x_{\alpha k}\right) \neq 0$ for some $k$. Then, for $\epsilon>0$ small enough, $y_{\alpha}{ }^{*} \in U_{\alpha}$ implies $y_{\alpha}{ }^{*}\left(x_{\alpha k}\right) \neq 0$ for some $k$. Define $x_{k} \in X$ by putting $x_{k}(\alpha)=x_{\alpha k}$ and $x_{k i}(i)=0$ if $i \neq \alpha$. Let $x^{*} \in X^{*}$ be defined by $x^{*}(\alpha)=x_{\alpha}^{*}$ and $x^{*}(i)=0$ if $i \neq \alpha$. Then the $\sigma$-open neighborhood of $x^{*}$

$$
U=\bigcap_{k=1}^{n}\left\{y^{*} \in \mathscr{E}\left(X^{*}\right):\left|y^{*}\left(x_{k}\right)-x^{*}\left(x_{k}\right)\right|<\epsilon\right\}
$$

has the property that, if $y^{*} \in U$, then $y^{*}(\alpha) \in U_{\alpha} \subset W_{\alpha}$ and $y^{*}(i)=0$ if $i \neq \alpha$. Thus $U \subset W$ so $W$ is $\sigma$-open.

For the proof of (c), we first observe that $W_{j} \supset \mathscr{E}(x(j))$ for every $j \in \operatorname{crit} x$ is clear. Let $t \in \operatorname{crit} x$ and $x_{j}{ }^{*} \in W_{j}$. Then there exists $x^{*} \in W$ such that $x^{*}(j)=x_{j}^{*}$ and $x^{*}(i)=0$ if $i \neq j$. Choose a $\sigma$-open set

$$
U=\bigcap_{k=1}^{n}\left\{y^{*} \in \mathscr{E}\left(X^{*}\right):\left|y^{*}\left(x_{k}\right)-x^{*}\left(x_{k}\right)\right|<\epsilon\right\}
$$

so that $W \supset U$. Then we see that

$$
W_{j} \supset \bigcap_{k=1}^{n}\left\{y^{*}(j) \in \mathscr{E}\left(X^{*}\right):\left|y^{*}(j) x_{k}(j)-x^{*}(j) x_{k}(j)\right|<\epsilon\right\}
$$

and the right side is a $\sigma$-open neighborhood of $x^{*} i(j)$. Thus $W_{j}$ is $\sigma$-open.
Proof of Theorem 4.1. Let $X=\left(\Pi X_{i}\right)_{c_{0}}$. Suppose that $X$ is an (A)-space. Fix an arbitrary index $\alpha$, let $x_{\alpha} \in S\left(X_{\alpha}\right)$, and let $W_{\alpha}$ be a $\sigma$-open set in $\mathscr{E}\left(X_{\alpha}{ }^{*}\right)$ such that $W_{\alpha} \supset \mathscr{E}\left(x_{\alpha}\right)$. Define $x \in X$ by setting $x(i)=0$ if $i \neq \alpha$ and $x(\alpha)=x_{\alpha}$. Let $W=\prod_{i} W_{i}$ where $W_{i}=\{0\}$ if $i \neq \alpha$. Then $W$ is $\sigma$-open in $\mathscr{E}\left(X^{*}\right)$ by part (b) of Lemma 4.2 and $\mathscr{E}(x) \subset W$. By the (A)-property, there exists a $y \in X$ such that $\mathscr{E}(y) \subset W$ and

$$
\sup \left\{x^{*}(x): x^{*} \in \mathscr{E}\left(X^{*}\right) \backslash \mathscr{E}(y)\right\}<1
$$

It follows that crit $y=$ crit $x=\alpha, \mathscr{E}\left(y_{\alpha}\right) \subset W_{\alpha}$, and

$$
\begin{aligned}
& \sup \left\{x^{*}(\alpha) x(\alpha): x^{*}(\alpha) \in \mathscr{E}\left(X_{\alpha}^{*}\right) \backslash \mathscr{E}(y(\alpha))\right\} \\
& \leqslant
\end{aligned}
$$

Thus $X_{\alpha}$ is an (A)-space.

Now suppose each $X_{i}$ is an (A)-space. Let $x \in S(X)$ and $W$ be a $\sigma$-open set with $W \supset \mathscr{E}(x)$. By Lemma $4.2(\mathrm{c})$, for each $j \in \mathrm{crit} x$, the set $W_{j}=\left\{x^{*}(j): x^{*} \in W\right\} \cap \mathscr{E}\left(X_{j}^{*}\right)$ is $\sigma$-open in $\mathscr{E}\left(X_{j}^{*}\right)$ and $W_{j} \supset \mathscr{E}(x(j))$. By the (A)-property, there exists for each $j \in$ crit $x$ an element $y_{j} \in S\left(X_{j}\right)$ such that $\mathscr{E}\left(y_{j}\right) \subset W_{j}$ and

$$
\sup \left\{x^{*}(j) x(j): x^{*}(j) \in \mathscr{E}\left(X_{j}^{*}\right) \backslash \mathscr{E}\left(y_{j}\right)\right\}=1-\epsilon_{j}
$$

for some $\epsilon_{j}>0$. Choose $\epsilon_{0}>0$ such that crit $x=\left\{j:\|x(j)\|>1-\epsilon_{0}\right\}$. Define $y$ in $X$ by $y(j)=y_{j}$ if $j \in \operatorname{crit} x$ and $y(i)=0$ if $i \notin$ crit $x$. Then crit $y=\operatorname{crit} x, \mathscr{E}(y) \subset W$, and

$$
\begin{aligned}
& \sup \left\{x^{*}(x): x^{*} \in \mathscr{E}\left(X^{*}\right) \backslash \mathscr{E}(y)\right\} \\
&= \sup \left\{x^{*}(x): \text { either } i \in \operatorname{crit} y \text { and } x^{*}(i) \in \mathscr{E}\left(X_{i}^{*}\right) \backslash \mathscr{E}(y(i))\right. \\
&\left.\quad \text { or } i \notin \operatorname{crit} y \text { and } x^{*}(i) \in \mathscr{E}\left(X_{i}^{*}\right)\right\} \\
& \leqslant 1-\min _{j \in \operatorname{crit} \mathscr{E}}\left\{\epsilon_{0}, \epsilon_{j}\right\}<1
\end{aligned}
$$

Thus $X$ is an (A)-space and the proof is complete.
We next consider $l_{1}$-products of certain (A)-spaces.

Theorem 4.3. Let $\left(X_{i}\right)_{i \in I}$ be a collection of $(\mathrm{A})$-spaces such that $\mathscr{E}\left(X_{i}{ }^{*}\right)$ is weak* closed for each $i$. Then $\left(\prod_{i} X_{i}\right)_{l_{1}}$ is an (A)-space.

Proof. Let $X=\left(\prod X_{i}\right)_{l_{1}}$. We first note the natural identification of $\mathscr{E}\left(X^{*}\right)$ with $\prod_{i \in I} \mathscr{E}\left(X_{i}{ }^{*}\right)$. In fact, taking the $\sigma$-topologies on $\mathscr{E}\left(X^{*}\right)$ and $\mathscr{E}\left(X_{i}{ }^{*}\right)$ and the product topology on $\prod_{i} \mathscr{E}\left(X_{i}{ }^{*}\right)$, this identification is easily seen to be a homeomorphism (using the fact that convergence in the product topology is equivalent to coordinatewise convergence). In particular, $\mathscr{E}\left(X^{*}\right)$ is weak*closed (hence $\sigma$-compact). Now let $x \in S(X)$ and let $W$ be a $\sigma$-open set in $\mathscr{E}\left(X^{*}\right)$ which contains $\mathscr{E}(x)$. By the $\sigma$-compactness of $\mathscr{E}(x)$, it follows that there exist a finite number of $\sigma$-open sets of the type

$$
V_{k}=\prod_{i \in I} U_{i} \quad(k=1, \ldots, n),
$$

where $U_{i}=\mathscr{E}\left(X_{i}^{*}\right)$ for all but finitely many indices $i(k, 1), \ldots, i\left(k, n_{k}\right)$ and $U_{i}$ is $\sigma$-open in $\mathscr{E}\left(X_{i}{ }^{*}\right)$ if $i=i(k, \nu)\left(\nu=1, \ldots, n_{k}\right)$, such that

$$
\mathscr{O}(x) C \bigcup_{k=1}^{n} V_{k} C W
$$

Define $I_{0}=\left\{i(k, \nu): k=1, \ldots, n ; \nu=1, \ldots, n_{k}\right\}$ and $\operatorname{supp} x=\{i \in I: x(i) \neq 0\}$. for any $j \in \operatorname{supp} x$ we have

$$
\mathscr{E}(x(j)) \subset \operatorname{pr}_{j}\left(\bigcup_{k=1}^{n} V_{k}\right),
$$

where $\mathrm{pr}_{j}$ denotes the projection onto the $j$ th coordinate space. Since $X_{j}$ is an (A)-space, there is $y_{j} \in X_{j}$ such that

$$
\mathscr{E}\left(y_{j}\right) \subset \operatorname{pr}_{j}\left(\bigcup_{k=1}^{n} V_{k}\right)
$$

and

$$
\sup \left\{x^{*}(j) x(j): x^{*}(j) \in \mathscr{E}\left(X_{j}{ }^{*}\right) \backslash \mathscr{E}\left(y_{j}\right)\right\}=x(j)-\epsilon_{j}
$$

for some $\epsilon_{j}>0$. Next we define the element $y \in X$ by

$$
y(i)= \begin{cases}y_{i}, & \text { if } i \in \operatorname{supp} x \cap I_{0}, \\ 10, & \text { otherwise } .\end{cases}
$$

Then

$$
\mathscr{E}(y) \subset \bigcup_{i}^{n} V_{k} \subset W
$$

Also, if $x^{*} \in \mathscr{E}\left(X^{*}\right) \backslash \mathscr{C}(y)$, then $x^{*}(j) \notin \mathscr{E}(y(j))$ for some $j \in \operatorname{supp} y$ so $x^{*}(j) \notin \mathscr{E}(y(j))$ for some $j \in \operatorname{supp} x$. It follows that

$$
\begin{aligned}
x^{*}(x) & =\sum x^{*}(i) x(i) \leqslant \sum_{i \neq j}\|x(i)\|+i x(j) \|-\epsilon_{j} \\
& =1-\epsilon_{j} \leqslant 1-\epsilon,
\end{aligned}
$$

where $\epsilon=\min \left\{\epsilon_{j}: j \in \operatorname{supp} x \cap I_{0}\right\}$. Hence

$$
\sup \left\{x^{*}(x): x^{*} \in \mathscr{E}\left(X^{*}\right) \backslash \mathscr{E}(y)\right\} \leqslant 1-\epsilon<1
$$

and the proof is complete.
Taking $X_{i}$ to be the set of real numbers for each $i$, we deduce
Corollary 4.4. $\quad l_{1}(S)$ is an (A)-space for any set $S$.
Corollary 4.5. Let $L_{1}=L_{1}(S, \Sigma, \mu)$, where $(S, \Sigma, \mu)$ is a $\sigma$-finite measure space. Then $L_{1}$ is an (A)-space if and only if $(S, \Sigma, \mu)$ is purely atomic.

Proof. If $L_{1}$ is an (A)-space, then (by Theorem 2.4) $L_{1}$ is strongly nonlunar so, by Theorem 5.4 of [1], $(S, \Sigma, \mu)$ is purely atomic. Conversely, if $(S, \Sigma, \mu)$ is purely atomic, then $L_{1}$ is of type $l_{1}(T)$ for some set $T$, so the conclusion follows from Corollary 4.4.
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[^0]:    ${ }^{1}$ Dunham has recently given an example of a Chebyshev subset in $C[0,1]$ which is not a sun.

